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Abstract. Estimation of symmetric positive definite of matrices is required
when solving a variety of control problems including differential game theory,
robotic control, smart structure control, and intelligent control. In differential
game theory, the minimization or maximization of a functional is carried out,
which is provided by means of the criterion of a quadratic intcgral whose pa-
rameters are: the coordinates of the dynamic system, the control information
and the symmetric positive definite class, and the accuracy of its estimate di-
rectly affect control performance. These symmetric positive definite of matrices
are obtained based on the engineer’s experience on one dynamic system in par-
ticular. It is clear that the good choice of matrices, in an enclosed set, should
improve the criterion's objective. In order to automate the choice of symmetric
positive definite of matrices, we propose an algorithm that uses evolution strat-
egy. The important result is obtained by means of two propositions which show
that the operations of recombination and mutation preserve the symmetric posi-
tive definite properties of the matrices, thereby improving the computational
complexity of said algorithm.

1 Introduction

In the theory of differential games [1], the problem of computational testing can be
built and solved [2) by applying the concepts of minimax and maximin, that is, by
obtaining an algorithm that evaluates and corrects the control strategy in order to
stabilize a controllable dynamic system. During the process of building the test algo-
rithm, the expert engineer must choose, based on his experience, confidence and
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intuition, the positive definite matrices that obey the necessities of the dynamic sys-
tem, taking into consideration its physical nature. The present article presents a way
of automating the experience of the human expert by using evolution strategy (ES)
[3], [4], [6]- The important result is achieved through two proposals which refer to the
fact that the recombination and mutation operations preserve the positive definite
properties of the matrices, thereby improving the computational complexity of said
algorithm.

2 Statement Problem

We consider the following ([2],[7],[8]) for the computer tests: we suppose that an
unknown, control algorithm exists, from which we are only able to know its output ,
= u(t,x), and we furthermore want to organize a computer testing system in order to
know how good this algorithm is. In other words, if we wanted to evaluate the said
algorithm, how could we obtain an excellent evaluation with which we could com-
pare the obtained evaluation with the said algorithm? Under the same conditions as in
the minimax case [2], the maximin problem can be proposed:

mf 3(x(1,), p,u,)—> sup m
x(l,, )X,
or its equivalent:
mf d(x(lo) p,u,)—-) sup )]
x(l,,)<u

per

We know that the following inequality is fulfilled [9]:

sup inf S(x(t,), p,u,)< 1nf sup 3(x(t,), p,u;) 3)
Ix(1,) sv™€ J x(1,) sv

We can therefore consider the following as an excellent grade or evaluation for the
stabilization algorithm:

= sup inf J(x(to) ) C))
x(1, )<u"l
where
5= ("G + auNaul )

G >0,N>0-are withx=A(p)x+B(p)u , x(t,)=c, peP.

These matrices G y N are obtained based on the engineer's experience, which will
balance the relative importance of the input and state in the cost function that you are
trying to optimize. Then, the algorithm will be able to obtain this excellent evaluation
and sometimes it will not, depending on whether a seat point exists in the expression
of the particular case being analyzed (3). Figure 1 shows how this maximin test is
carried out. The control system behaves like a black box, in which we only know the
input information x(#) and the output, which would be the control expression u;.
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The inputs in the testing system are the control u, and the system deviations x(7).
This block executes the stabilization quality computer tests. It will then be possible to
obtain an evaluation of the stabilization algorithm, information about the initial condi-
tions x(t,) and the perturbations P.

u, Testing x(ty)
» System [«
x(t, P

A
u; Controllable Dynamic x(ty)

> System
u; X| (1 II)

- ul = ul (’vx) =

Fig. 1. Diagram of Computer Testing System (CTS).

These tests are organized into three stages:
Stage 1: Solution to the maximin problem: to obtain the excellent solution 3°; and

the solution x°(f,), p° from the maximin problem, which will be used as a strategy in
the second stage.

Stage 2: To obtain ] , an estimate of the real evaluation obtained by the stabilization
algorithm.

Stage 3: Comparison of 3° with 3. The closer the estimate comes to the excellent
evaluation, the better the control algorithm will evaluate.

3 Problem Solution

This approach uses an Evolution Strategy (ES) to make Computer Testing System CTS
parameters optimization. ES have the following characteristics, desired to parameters
optimization of dynamic processes: (a) they are good on real values parameters opti-
mization [S]; (b) usually they are used with self-adaptation of mutation parameters
[5]. This is desired because the fitness surface is not known and it can change (in
accordance with variations of testing data characteristics); (c) they have low takeover
time [5]. This characteristic permit a fast adaptation to the moment characteristics.
This is good for on-line optimization because it is not desired that the population
has not became adequate before other changes occur in data characteristics. The used
ES utilizes gaussian perturbation mutation with self-adaptation of the standard devia-
tions and one standard deviation for each variable representing an CTS parameter to
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be optimized. This kind of mutation is adequate for ordinal numeric parameters opti-
mization.

Therefore, the definitions of the recombination and mutation operations will be
given, and the fact that these operations preserve the properties of the positive defi-
nite matrices will be demonstrated. The section will conclude with the evolution algo-

rithm.

Definition 1 (Representation and Fitness Evaluation): Search points in ES are
symmetric defined positive matrices, that is:
E={6 G <", ¥Gx>0 Vx=0 xeR. G=G"} ()

Given the objective function 3:Z— 9 (note that 3 is defined as (5), the fitness

function @ is in principle identical to 3, i.e. given an individual a € /, we have
®(a) = 3(G) @)

Here G is the object variable component of a =(G,0,a)€ I =Ex A, where
A, =R x[-7, 7"
n, € {I,...,n} @
n, € {0,(2n—noXna —l)/Z}

Besides representing the object variable G, each individual may additionally in-
clude one up to n different standard deviations o, as well as up to n-(n—-l)/2 rota-

tion angles e[—zr,;r] (ie{l,...,n-]},je{i+],...,n}) , such that the maximum
number of strategy parameters amounts to @ = n-(n+ ])/2 . Forthe case 1<n, <n,
the standard deviations o,,...,0, _are coupled with object variables

G,1s--+»G, -1n,-1 and o, is used for the remaining variables G, , 5555 G

Definition 2 (Mutation): An individual space / =ExR"xR"""'? is assumed.
Mutation  m, . 5 :/* > 7% is an asexual operator, which yields a triple
a'=(G',&',a') when applied to a particular individual a =(G,&,a) . Then, mutation
is formalized as follows

ol =a,-exp(z’- N(0,1)+7-N,(0,1)
& =a,+B-N,(01) ©)
G'=G+No,c,a)
The factors 7, 7', and £ in equation (9) are rather robust parameters, which
Schwefel suggests to set as follows [11]:

e« (Vin) (10)
o (\'27)1)'I

T,
B =~ 0.0873
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Usually, the proportionality constants for 7 and 7’ have the value one, and the
value suggested for B (in radians) equals 5°. The C(&',&’) is the covariance matrix
with diagonals elements ¢, = a,’ , i.e. the variances.

Finally, for mutation of the object variable G the resulting vector ¢’ and a’ are
used to create the random object for modifying G, i.e. for its properties of G, it de-
compose in G =UAU", so the mutation operation: VA eA (eigenvalues) with

i=12,...,n, it is carried out =1 +ﬁ(6,C(&',&')) such that 5’>0, this way
G'___UA’U’ where A’ contains them A for i=12,...,n, and the new matrix

G =G+N (O,C (5",&')) is the result of the mutation that suffer its eigenvalues of the
original matrix G.

Definition 3 (Recombination) An individual space /=ZExR"xR"""? s a5
sumed. Recombination r, . :1" - I* is an sexual operator. Then, recombination
have sexual form, act on two individuals randomly chosen from the parent popula-
tion, where choosing the same individual twice for creation of one offspring individ-
ual is not suppressed. So, we know that G decomposed in G=UAU" and
G'=U'N'U" is other object variable, then we can express the recombination operator
as: r,,,.(G,G)=UAU ,T where A, represents an exchange of a subset of n se-

lected elements of a group of 2n elements — these elements are ‘A, UA,j=2n, this
20

way j=1.2,...,
v i @n-n)!

and j is alternated by each exchange that is carried out in the

group {1.2}.

Now, when there is obtained a new population of his predecessors, a lot of care
must be had if the operations of recombination or mutation did not alter the genetics
of the individuals, an option is to verify in each step of the algorithm, that it generates
a new population, if there were alterations, another option, which is described in this
work, is to demonstrate that these operations do not degenerate the new populations,
avoiding the checking in all step of the algorithm and improving the yield of the same
one, this is, we improve its computational complexity.

Proposition 1: The operation of recombination preserves the properties of the
positive defined matrix.

Proof: Let X cE be, for everything A€ X, you can express A=UAU", and
then the rotation y = U”x produces the sum of squares
x"Ax=x"UNU"x=y"Ay

=AY+ Ayt t Ay,
Now, of the equation (8) those A, are substituted for >0 Vi=12,...n

an
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MY+ Ay +o A Ay =y Ny =
12
=x"UNU x=x"A'x (12
Where A4’>0 they are real, then A’ it is defined positive. Without loss of general-
ity, one can think that the new values 4/ >0 are the exchanges that are carried out in

the operation of crossover to generate to the new matrix C, for j=12.....- @nm!

Reason why, we concludes that the operation of recombination preserve the proper-
ties of defined positive symmetrical. &

Proposition 2: The operation mutation conserves the properties of the positive de-

fined matrices.
Proof: Let X c= be, for everything A€ X, then all the values characteristic of
the matrix A4 they are positive, this is 4, >0, for Vi=1,2,...n, let us suppose that for

each one 4, >0 has the corresponding unitary own vector, then one has that
Ax, = Ax,s0 that
&, Az, =X A5y (13)
Since, x'x, =1 and x" Ax>0 Vx=0, it will be valid in particular for the own vec-
tor x, and the quantity x Ax, = 4, . Now, of the equation (10) we added to those 4,
B, € N(0,)) thisis , =4+, suchthat y,>0, then one has that

0<A+B =xT(A4+B)x =x A%, (14)
This way, the sum of a normalized aleatory number S € N(0,1), doesn't affect

the property of defined positive of the matrix A original, or the same thing that the
new matrix is defined positive. &

A (u,A)-strategy is required in order to facilitate extinction of maladapted indi-
viduals. Selective pressure may not become too strong, i.e., 4 is required to be

clearly larger than one. Recombination on strategy parameters is necessary (usually,
intermediate recombination gives best results).

Algorithm

1:=0

Initialize P(0):= {G,(0),...,d,(0)}€ ExR"xR" "2

Evaluate P(0): {®(@,(0))....,®(d,(0))} where ®(a)=3(G)
While (((P(1)) # true) do
Recombine:  a} (1) =r'(P(t)) Vkefl,...,A}

Mutate: a(t) = mj, .5 @) vkef,...}
Evaluate: P"(1): {@(a(0))...,0(a(0))}
Select: Seud) (P”(t))

t=t+]

od
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4 Results

We consider the following mathematical model:
X=u u, = —k,x, —k,x, (15)
We wish to solve the problem
max I(xf +x7 +i‘,2)lt — min
x(1y) v 4, Yy
whose physical sense is the following: given the worst initial conditions, we want
to minimize the system's deviation, as well as the velocity and acceleration of these
deviations.
In this case

(16)

A=(0 ]) b=(0] KT =(k k,) x" =(x,%) a7

00 1
The expert specialist chooses the following positive, defined matrix
02 0.1
G'=G= N=1
(0.1 0.2) ¢9

In this example, the seat point exists, with is fulfilled such that

min max 3= max minJ where
KeQ x(1,) sv x(1,) sv KeQ (19)

= ﬂx,’ +x] +,'r'f)r11
After verifying that System (9) is completely controllable, we proceed to the calcu-
lation of internal Problem [2], that is:

- . B . 0
min 3 = min r(xf +x} +x,°}lt =a ) L% Us)
K<Q K<Q 4,

(20

Therefore, the external problem max x7 (1p)LoX"(fy) = Hpy is solved. Thus, an
x(1y) v

optimum value for the functional 1++3 was obtained for the worst initial conditions.
The graph is shown below.

Response to Worst Intial Condtions
0.6 [~y e -
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Fig. 2. Asymptotic behavior of the solution when the positive, defined matrix G has been fixed,
chosen by a human specialist.
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Now we present the result of applying the algorithm based on evolution strategy,
in order to automatically choose the best, positive definite matrix G without the inter-

vention of a human expert.

Response to Worst Intial Condtions with Evolutionay Strati s
—— —T

———— e — ey ———

04 [~

FKmpltude

A(dx)

i i i i . k| ]
o 2 4 3
Time (sec)

Fig 3: Results of the behavior of the system's coordinates, for the best choice of the ponder-
ing matrix, given the worst initial condition.

When the functional does not change in the next generations, this means that we
have reached the best individual, that is, the best, positive definite matrix G, which,
when applied to the functional, reduces our stabilization time, as is shown in the fol-

lowing graph.

5 Conclusions

The two proposals demonstrate that the recombination and mutation operations pre-
serve the structures of the positive definite matrices. This means that within each
iteration of the algorithm, there is no need to verify whether the new generation be-
longs to its species or not. In other words, the new individual generated by either a
mutation or a recombination has the characteristics of being a positive definite matrix.
This avoids increasing the complexity in time of the algorithm based on evolution
strategies.

The algorithm based on evolution strategy resulted in improving the choice made
by the human specialist, thereby obtaining complete autonomy of the computer tests
algorithm. Even though it has been proven by means of an example, we can extend its
use to include more robust systems by means of the conception and construction of
said algorithm. By comparing Graphs 2 and 3, one can observe that the stability of the

dynamic system improves.
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